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Mining Software Repository (MSR)
• MSR is a data mining field
• Analysis of software in the repositories

• How the software are used?
• What are the popular software?
• Which part of the codes can be reused in other software?
• ... 

• User behaviour analysis
• Who are the professionals of a particular language (e.g., 

Java, Python, Scala)?
• Who are suitable for solving issues on projects?
• Who can give advices for improving software in some 

aspects (e.g., performance, usability)?
• ...

• ....



User Behaviour Analysis on MSR
• User profiling 
• Mainly based on users’ activities on repositories

• e.g., commits, bug fixing
• For instance,

• Users who commits lots of Java codes 
can be regarded as Java professionals.

• Users who solve lots of issues 
can be regarded as good issue solvers.

• Problem: lack of information
• newly registered users
• users having few activities on repositories



Approach: Cross-platform Analysis
• In cooperating with other platforms

• Expectation
• Users’ activities in other platforms can be imported 

as supplemental facts of the users.
• For instance,

• Users answering questions about Java programming are 
professional of Java.

• Users asking questions about some libraries may be 
interested in participating their developments.

+



User identification b/w GH and SO
• Users can be identified by hashed values of 

email addresses
• Email addresses on Stack Overflow are hashed by 

MD5 function.
• Those on GitHub are raw string.
• Hashing email addresses on GitHub make it 

possible to match with those in Stack Overflow.

MD5(      )==



How many the identifiable?

499,485
1,295,620

53,76010.76% 4.15%

[2] A. Bacchelli, “Mining Challenge 2013: 
Stack Overflow,” in MSR 2013, 2013. 

[1] G. Gousios, “The GHTorent Dataset and 
Tool Suite,” in MSR 2013, 2013, pp. 233–236. 



Is email address only way to identify? – No.

• Same users can easily use other email 
addresses in various reasons.
• A user changes her email address from service to 

service.
• Another changed her email address caused by 

some reasons.
• Profile information have many commonality.
• Similar / same user-name
• Close locations (e.g., Pittsburg vs. PA)

• Users’ activities also have commonality.
• Projects and questions.



This paper
• Purpose: increase the num. of the identifiable
• The more information about users, 

the more evidence for cross-platform analyses.
• Attempt: identify users
• Identify users from other information than

email addresses.
• Contributions
• Classification-based user identification mechanism
• Examining standard classification methods
• Public datasets and tools

• https://github.com/Taka-Coma/PJD_GHSO



The framework

• Issues
• Attributes selection
• Label skewness
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Attributes selection & similarity

Table 1: Selected attributes on datasets. For GitHub dataset,
attributes on users table and descriptions of projects
table characterize GitHub users. For Stack Oveflow dataset,
attributes of users table, question contents in posts ta-
ble, and replies for questions in comments table.

Dataset Table Attribute Type

GitHub users
name text

location text
created at date & time

projects description text

Stack Overflow

users

display name text
location text

creation date date
about me text

posts
body text
tags text
title text

comments comments text

2.1. Attribute Selection on Each Dataset
The aim of this paper is to identify users on the datasets,

thus user-related attributes are only necessary in the orig-
inal complicated data. In GitHub data, this paper mainly
uses users table which includes personal information reg-
istered on GitHub, and also includes project information
because repository information indicate users’ interests on
developments. Similarly, in Stack Overflow data, this pa-
per uses users table as well as questions and answers
which also indicate users’ interests on developments. Con-
sequently, Table 1 for classification depicts selected at-
tributes and their content types for each dataset. There are
three types on the selected attributes, namely, text, date
& time, and date.

In order to compute similarities between users, com-
binations of attributes are determined in a heuristic man-
ner, and similarities for the combinations are calculated via
well-studies metrics. This paper decides the combinations
as shown in Table 2. Basic idea of the combinations are
to combine semantically similar attributes. For instance,
“users.name” in GitHub and “users.display name” in Stack
Overflow are combined because they both represent names
of users, and “projects.description” in GitHub and “Stack
Overflow.users.about me” are describing interests of users,
indeed, descriptions of projects related to users can repre-
sent users’ interests.

2.2. Similarity Measures
Measuring similarities for the combinations denoted

above are classified into (1) similarities between textual
attributes, and (2) similarities between date & time and
date. For textual similarities, various similarity functions
are available (e.g., edit distance and cosine similarity be-

Table 2: Combinations of attributes (b) for (user-pair ⇥
attribute-combination) matrix constructions. The combina-
tions of attributes are selected based on similar contexts like
name vs. display name, location vs. location,
description of projects vs. body of questions, etc.

Attributes on GitHub Attributes on Stack Overflow
users.name users.display name
users.location users.location
users.created at users.creation date
projects.description users.about me
projects.description posts.body
projects.description posts.tags
projects.description posts.title
projects.description comments.comments

tween bags of words), and set-based similarity on trigram-
based bag of words has achieved good matching perfor-
mance. In the combinations (Table 2), this paper fur-
ther divides the combinations of textual attributes into two,
namely, “users.name” in GitHub and “users.display name”
in Stack Overflow, and other combinations. The similar-
ity function for the former is cosine similarity (Equation 1)
with trigram-based bag of words vectors, because names
are relatively short and are same or similar in different ser-
vices. That for the latter is cosine similarity (Equation 1)
with TFIDF-based vectors.

Cosine(v1,v2) =
v1 · v2

|v1||v2|
(1)

For the similarity between the date & time
(i.e., “users.created at” in GitHub) and date (i.e.,
“users.creation date” in Stack Overflow), this paper
defines a similarity function between dates by converting
the date & time into date. The similarity function takes the
inverse of the duration between dates, formally:

DateSim(date1, date2) =
1

|date1 � date2|
(2)

2.3. Link Prediction
Given two users in GitHub and Stack Overflow, a

classification-based link prediction classifies whether they
will be connected in the future. There are a tremen-
dous number of classification methods, and this paper se-
lects fundamental classification methods (i.e., linear regres-
sion [6], logistic regression [6], k-nearest neighbors [7],
decision tree [8], and random forest [9]), because they
are well-known methods as well as they are available on
popular machine learning libraries including scikit-learn3,

3http://scikit-learn.org/
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Skewness problem
• Quite small number of positive samples

comparing with that of negative samples
• Positive: the identifiable via email addresses
• Negative: other pairs (combinations of users)
• In the dataset
• #pos = 53,760
• #neg = 96.5 billion

• If highly skewed, classifier always answers 
labels of majority (i.e., negative).
• Approach: Down sampling the negatives



User identification examination
• Datasets:
• MSR challenge datasets: 2013[2] and 2014[1]

• Classification methods
• Linear regression (LR)
• k-nearest neighbor (kNN)
• Random forest (RF)
• Logistic regression (LG)
• Gradient boosting decision tree (GBDT)

• 10-fold cross validation



Evaluations

Error rate Weights for attributes

for the best 3

10% error

More sophisticated classification 
methods have chance to improve.

• Users have similar names on 
GH and SO.

• Locations equally contribute in
these classifications.



Conclusion
• User identification problem b/w GH and SO
• Formulate as classification problem
• Attribute selections
• Skewness problem è down sampling
• Standard classification methods

• Evaluations
• 10% classification error
• Attributes differently contribute on different 

classification methods
• Future work
• Improve with more sophisticated classification 

methods.


