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Who thinks this ‘cute’?

Looks 
cute!

Not that cute
for me...

Can we estimate the different impressions 
for each person?

No, it is difficult to 
obtain “enough” 
amount of information 
about the individuals.

Yes, if we have 
“enough” amount of 
information about the 
individuals.

Estimation from limited amount of data
Estimation part is
a simple NN 
architecture.
§ FCN
§Regression head
§ Thresholding

An individual is 
abstracted by pre-
defined groups of 
personal attributes.

Personal Attribute Combination Grouping

Image Clustering
§ To estimate impression tendency to images 

more accurately, annotations of similar images 
are aggregated.

Personal Attribute Combination (PAC)
§ To characterize a PAC, its feature is 

represented by the tendency of impressions 
toward images

Clustering: k-means algorithm

Table 3: Results of comparative methods.

Method #Elements Accuracy [%] "
Proposed 2 73.1
All-in-one 1 72.4
Gender-Age [1] 6 71.2
Individual 4,704 68.1

Based on the classifier, personal attributes aligned be-
low 0.98 of the cumulative FI value from the highest
value were selected. FI values for personal attributes
are shown in Table 2. In consequence, five personal at-
tributes; gender, age, residence, work, and income were
selected.
Parameters: For the image encoder e, ResNet50 [7]
pre-trained using ImageNet [6], was used, thus the im-
age feature was represented as a 2,048-dimensional vec-
tor (i.e., d = 2, 048). To enlarge the training data,
images in the training set were augmented by random
horizontal flipping, random rotation within 5 degrees,
and random resizing within 0.9 to 1.1. k -means clus-
tering was used for both image and personal attribute
clustering. The numbers kI and kA of these clusterings
were examined from {100, 200, 300, 400, 500, 1,000,
2,000, 3,000, 4,000} and {2, 3, 6, 10, 20}, respectively.
Baselines: The following methods were compared
with the proposed method.

• All-in-one: All personal attribute combinations
were regarded as the same, in other words, personal
attributes were ignored.

• Individual: Each personal attribute combination
was regarded as is, respectively.

• Gender-Age [1]: A heuristic combination of per-
sonal attributes proposed in [1], that is, they were
grouped by gender and age, and the age was reduced
into three categories, young, middle, and senior.

4.2 Results

Table 3 reports the accuracy scores of compared
methods. The proposed method performed the best
among them. This result indicates that the proposed
method can determine the appropriate groups of per-
sonal attribute combinations. The table also shows an-
other fact that the smaller the number of personal at-
tribute combinations (denoted #Elements), the higher
accuracy. While the proposed method obtained two
groups of combinations, it performed the best. This
indicates that an appropriate grouping of personal at-
tribute combinations (or personalities) can improve the
impression estimation accuracy.

To support these facts, Table 4 showcases the ac-
curacy scores of the proposed method in terms of the
clustering parameters, kI and kA. The best-performing
method was obtained as kI = 400 and kA = 2. In com-
parison with the heuristic approach [1] with six combi-

Table 4: Accuracy [%] for combinations of kI and kA.

kA

2 3 6 10 20

kI

100 71.5 71.7 70.7 69.6 68.3
200 72.4 71.8 71.3 70.8 69.4
300 72.6 71.8 71.0 69.6 69.9
400 73.1 71.9 72.1 69.9 70.1
500 72.0 71.5 71.2 70.6 69.5

1,000 72.0 71.9 71.3 70.1 70.3
2,000 72.0 71.9 71.3 70.6 70.1
3,000 71.7 71.8 71.5 71.1 69.9
4,000 72.1 70.1 71.6 69.2 68.8

nations, kA = 6 in the proposed method also outper-
formed that approach in most of kI values. This fact
supports that not only the number of the personal at-
tributes being considered, but also the contents of the
combinations are important.

The size kA of the best-performing attribute combi-
nation clustering in the proposed method was 2. We
analyzed the di↵erence in the two clusters (Detailed
illustration is omitted due to space limitation). We
found that there were larger di↵erences in the income
and the work attributes; One cluster contained more
part-time job workers like students and homemakers
than the other.

5 Conclusion

This paper proposed an impression estimation
framework that determines groups of users’ tastes in
a data-oriented manner. To deal with the lack-of-data
problem when taking personal attributes into consid-
eration, the framework grouped images and personal
attribute combinations so that impression estimation
performs better. The experimental results confirmed
the e↵ectiveness of the proposed method. For further
improvement, more detailed personal information will
be taken into account. The main problem fot this
is the skewness problem on the annotation data, and
to gather a su�cient amount of annotations to cover
the entire personal attribute combinations is expensive.
Therefore, in addition, we will explore a way to handle
missing annotations for some personal attribute com-
binations.
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§ All-in-one: Personal attributes were ignored. 
§ Gender-Age: A heuristic combination [1]
§ Individual: Each personal attribute 

combination was regarded separately.

[1] M. Nakamoto, et al., “A study on product image impression 
estimation considering the customer’s attributes (in 
Japanese),” IEICE 2021 Annual Convention, D-12-5, 2021. 
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§ Images: 4,000 carpets / curtains / fabrics
§ Annotation: 273,163 annotations
§ 24 impression words from query logs

§ Metric: Impression estimation accuracy


