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Linked	Data	
Link together	and	Open to	public Ambiguity	Problem

Class	ambiguity
Ø Similar	classes	with	different	URIs
Ø e.g.,	foaf:Person and	dbo:Person
Property	ambiguity
Ø Similar	properties	with	different	URIs
Ø e.g.,	dbp:starring and	dbo:starring

dbo:starringdbr:Edward_
Scissorhands

dbr:Johnny_
Depp

RDF	(Resource	Description	Framework)

subject predicate

object

SPARQL

Proposed	Approach:	CPClustering

• Inappropriate	SPARQL	queries	for	users
• Undesired	burden	on	adding	new	entities

Basic	idea:	clustering	onto	classes	and	properties
Concerns:	feature	spaces for	classes	and	properties	&	clustering	algorithm
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Algorithm 1 CPClustering algorithm.

Input: Classes C(0), Properties P (0)

Output: Clusterings C(⇤), P (⇤)

1: t 0
2: while (C(t�1) 6= C(t) and P (t�1) 6= P (t)) or t = 0 do
3: C(t+1)  clustering(C(t))
4: P (t)  update(P (t), C(t+1))
5: P (t+1)  clustering(P (t))
6: C(t+1)  update(C(t+1), P (t+1))
7: t t+ 1
8: end while
9: C(⇤)  C(t), P (⇤)  P (t)

The function update(A(t), B(t+1)) maps A which is based on clustering B(t+1).
Objects in A(t) are updated by aggregating weights according with the clustering

B(t+1). That is, for a cluster B(t+1)
j 2 B(t+1), the weights of the members of the

cluster are aggregated (i.e., summing up), and the aggregated value is set to the

weight in the updated object. Formally, a(t)j  
P

i2B(t+1)
j

a
(t)
i .

3 Experimental Evaluation

This section tries to prove the e↵ectiveness of CPClustering using real and largest
LD data, DBpedia. The number of triples is about 438 million, that of classes
is about 0.3 million, and that of properties is about 64 thousand. We randomly
selected 1000 classes and 10,000 properties for evaluation. For the individual
clusterings, in this experiment, we use agglomerative clustering.

3.1 Evaluating Clustering via Purity

Purity [1] is one of evaluation methods for clusterings. Given clustering and labels
of members, purity of the clustering is calculated as average ratio of the largest
number of labels in each cluster. In order to obtain the labels, we conduct a user
study which asks users group functionally similar items in a cluster. Then, we
consider the groups as labels, and calculate the purity with the largest groups.

The evaluation results are shown in Fig. 1. Two charts depicts purities of class
clusterings and property clusterings for each combination of representations (i.e.,
IPR & SCR, IPR & DCR, EPR & SCR, and EPR & DCR). The purities on
class clustering are over 0.65, while those on properties are various top-2 purities
are above 0.6 but others are in 0.45 to 0.55.

Evaluation results show that the best combinations of representations for
class clustering is IPR & SCR and IPR &DCR, while that for property clustering
is IPR & DCR and EPR & DCR. These indicate that, for class clustering, IPR
represents functionalities of classes more appropriately than EPR. While, for
property clustering, DCR represents functionalities of properties more than SCR.
Indeed, the combination of IPR and DCR performs best for overall clustering.
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(a) Class. (b) Property.

Fig. 1: Purities of clusterings w.r.t. representations (i.e., IPR and EPR for class,
and SCR and DCR for property). The graphs are higher better, that is, better
clusterings have higher purities.

3.2 Observing Relationships among Clusterings

This paper proposes a various representations, here we observe relationships
among clusterings based on di↵erent representations. If clusterings of di↵erent
representations are overlapping, clustering higher purity is always superior to the
others. Conversely, overlaps of clusterings are less, the combinations of di↵erent
clusterings may improve clustering accuracy.

To measure overlapping of clusterings, we employ Adjusted Rand Index
(ARI) [3]. ARI evaluates whether co-occurrences of objects in a clustering also
appears in the other clustering. That is, the larger ARI, the more overlapping.

Tab. 1(a) and Tab. 1(b) respectively show ARIs for clusterings with di↵erent
representations for classes and properties. For class clustering, IPR & SCR and
EPR & SCR have the highest value, indicating that these clusterings are similar.
This may be caused by the representation, SCR, of properties. Even the two
best purity clusterings (IPR & SCR, and IPR & DCR) have relatively smaller
ARI value (i.e., 0.30679). This indicates that, when to cluster classes, properties
should be represented both SCR and DCR.

For property clustering, IPR & DCR and EPR & DCR have the highest
values. This indicates that property representation, DCR, provides similar clus-
terings. The best purity property clustering, IPR & DCR, have smaller ARI with
others with SCR property representation. Thus, it looks possible to improve clus-
tering accuracy by combining features over SCR property representations.

4 Conclusion

This paper has proposed an interleaving clustering algorithm, CPClustering,
which clusters classes and properties of a Linked Data dataset alternatively. In

0.65 0.6

Purity
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Table 1: Adjusted Rand Index for class clusterings and property clusterings of
di↵erent representations. The table is symmetric as is for adjusted Rand Index.

(a) Class clusterings.

IPR & SCR IPR & DCR EPR & SCR EPR & DCR

IPR & SCR - 0.30679 0.51389 0.26819
IPR & DCR 0.30679 - 0.31785 0.25950
EPR & SCR 0.51389 0.31785 - 0.27820
EPR & DCR 0.26819 0.25950 0.27820 -

(b) Property clusterings.

IPR & SCR IPR & DCR EPR & SCR EPR & DCR

IPR & SCR - 0.23138 0.14902 0.24907
IPR & DCR 0.23138 - 0.03130 0.81658
EPR & SCR 0.14902 0.03130 - 0.02909
EPR & DCR 0.24907 0.81658 0.02909 -

CPClustering, classes and properties are characterized each other, that is, classes
are represented by properties and properties are represented by classes. Thus,
clustering of classes e↵ect the of properties, and vice versa. The empirical study
implies the usability of CPClustering.
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ARI	among	clustering	w.r.t.	rep.

Ø Purpose
Ø Evaluate	clustering	effectiveness.
Ø Observe	differences	b/w	representations.

Ø Measurements
Ø Purity (Labels	are	manually	associated)
Ø Adjusted	Rand	Index	(ARI)

Ø Dataset:	DBpedia

Future	Work
Ø Generalize	the	clustering
Ø Revisit	these	representations	in	other	aspects	(e.g.,	probability	theory)


