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• Others
• clinical domain [5], economic domain [25],

agricultural domain [28], software engineering domain [26], 
computer network domain [11], etc.

Class Imbalance is Universal Phenomenon

E-mail spam Credit Card Fraud Driving Behavior
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Imbalance Ratio: 𝐼𝑅 = #𝑚𝑎𝑗𝑜𝑟/#𝑚𝑖𝑛𝑜𝑟
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Table 1: Classification Datasets

ID Dataset (binary classes if multi-class) #dim. #major #minor IR

D1 Abalone (9 v. 18) 8 689 42 16.4
D2 Anuran Calls (Lept. v. Bufo.) 22 4,420 68 65.0
D3 Covertype (2 v. 5) 54 283,301 9,493 29.8
D4 default of credit card clients 23 23,364 6,636 3.5
D5 HTRU2 8 16,259 1,639 9.9
D6 Online Shoppers Purchasing Intention 18 10,422 1,908 5.5
D7 Polish companies bankruptcy 64 41,314 2,091 19.8
D8 Spambase 56 2,788 1,813 1.5
D9 Wine Quality – Red ((3, 4) v. others) 11 1,536 63 24.4
D10 Wine Quality – White (7 v. 3) 11 880 20 44.0
D11 Churn Modelling 9 7,963 2,037 3.9
D12 Credit Card Fraud Detection 30 284,315 492 577.9
D13 ECG Heartbeat – Arrhythmia (N v. F) 187 90,589 803 112.8
D14 Financial Distress 85 3,536 136 26.0
D15 LoanDefault LTFS AV 39 182,543 50,611 3.6
D16 Mafalda Opel – Driving Style 14 9,530 2,190 4.4
D17 Mafalda Peugeot – Driving Style 14 12,559 678 18.5
D18 Rain in Australia 20 110,316 31,877 3.5
D19 Surgical 24 10,945 3,690 3.0

categorical attributes, and when categorical attributes exist, they are dictionary-
encoded to numeric attributes2. Some of the datasets were for the multi-class
classification task, and two of the classes in the datasets were selected to be
for the bi-class classification task, which are represented in the dataset column
in brackets. The datasets had various characteristics in terms of dimensionality
(#dim.), the numbers of majority and minority examples (#major, #minor),
and the imbalance ratio (IR).

Baselines MUEnsemble was compared with simple baselines, popular synthetic
oversampling approaches and undersampling-based approaches, listed as follows.

– ORG: classification without resampling
– RUS: random undersampling with sampling ratio of 1
– SMT: SMOTE [7]
– ADA: ADASYN [13]
– SWIM [29, 4]
– EE: EasyEnsemble [19]
– RBST: RUSBoost [27]

ORG and RUS are simple baselines, where ORG classifies without resampling
and RUS classifies with undersampling, for which the sampling ratio is set to
1. SMOTE, ADASYN, and SWIM are popular or recent synthetic oversampling

2 Coping with categorical attributes is out of the scope of this paper.
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• Classifiers tend to prefer majority class
• Choosing majority (say negative) class has more chance 

to increase accuracy score, beacuse TN >> TP
• 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = !"#!$

!"#!$#%"#%$

• Consider 1 positive instance and 99 negative instances
• All negative: accuracy = 99%
• For classifiers, it looks (almost) optimal. 

• In reality, minority class is more important.
• What if your spam filter regards all mail as non-spam?
• What if your fraud detector rageds all as normal action?

Classifiers suffer from Class Imbalance
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• Cost-sensitive learning approach
• Desing cost function that gives higher penalty

when classifiers fail to correctly classify the minority classes.
• Dependent on classification methods.

• Data-level approach
• Add or remove data points so that

instances of classes are balanced.
• Adding: Oversampling / Synthetic oversampling (e.g., SMOTE, SWIM)
• Removing: Undersampling

• NOT dependent on classification methods.

Two Major Approaches for Class Imbalance
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• Simple undersampling wastes major part of samples.

• EE samples multiple times so that most of samples 
are used in trianing and ensembles classifiers.

EasyEnsemble (EE)[19]: ensemble multi samples
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How can we find “good” sampling ratio?
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the larger, classification accuray on the majority increases.

the smaller, classification accuray on the minority increases.
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MUEnsemble: ensemble multiple rates
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• Automatic rate enumeration: 
• Possible rates differ 

due to various IR on datasets

• Weighting scheme: control #base classifiers on rates
• Find well-balanced combination of rates
• Constant
• Concave
• Convex

• Gaussian

• 𝜇 and 𝜎& are detemined by grid search. 

Rate Enumeration and Weighting Scheme
ExperimentsBackgroundExisting WorkProposed Method
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• Q1: Does excessive undersampling have a positive effect?
–– Yes.

• Q2: What is a good strategy for the weighting scheme?
–– Gaussian is the best.

• Q3: Does the parameter estimation on Gaussian weighting
scheme find optimal parameters?

–– Mostly yes. In some datasets, not optimal but nearly
optimal parameters are found.

• Q4: Does MUEnsemble outperform baseline methods? 

Research Questions in the expriment
BackgroundExisting WorkProposed MethodExperiment

refer to the paper
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Comparison w/ baseline methods
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Oversampling 
• SMT: SMOTE [7]
• ADA: ADASYN [13]
• SWIM: SWIM [4]
Undersampling
• RUS: random US
• RBST: RUSBoost [27]
• EE: EasyEnsemble [19]

Baselines

gmean: geometric mean of 
TPR and TNR

𝑔𝑚𝑒𝑎𝑚 = 𝑇𝑃𝑅 ) 𝑇𝑁𝑅

Metric

MUEnsemble is the best 
in 15 out of 19 datasets

Result
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• Q1: Does excessive undersampling have a positive effect?
–– Yes.

• Q2: What is a good strategy for the weighting scheme?
–– Gaussian is the best.

• Q3: Does the parameter estimation on Gaussian weighting
scheme find optimal parameters?

–– Mostly yes. In some datasets, not optimal but nearly
optimal parameters are found.

• Q4: Does MUEnsemble outperform baseline methods? 
–– MUEnsemble is the best in15 out of 19 datasets.

Summary of Experiment
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• Conclusion
• [Proposal] MUEnsemble is a multi-ratio undersampling-

based ensemble framework.
• Excessive undersampling, Gaussian-based weighting function

• [Result] It outperformds basedline methods.
• [Limitation] It is costly due to the heavy ensemble structure.

• Future directions
• Find the trade-off between exec. time and accuracy.
• Apply to deep learning-based classification methods.
• Soft and repetitive undersampling* 
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Conclusion and Future Directions

*T. Yamakoshi, T. Komamizu, Y. Ogawa, K. Toyama,
"Japanese Mistakable Legal Term Correction using Infrequency-aware BERT Classifier",
Transactions of the Japanese Society for Artificial Intelligence, Vol. 35, Iss. 4, pp.E-K25_1-17, 2020



• Q1: Does excessive undersampling have a positive effect?
–– Yes.

• Q2: What is a good strategy for the weighting scheme?
–– Gaussian is the best.

Answers to Research Questions (Q1, Q2)
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w/o excesive US
w/   excesive US
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• Q3: Does the parameter estimation find optimal parameters?
–– Mostly yes. In some datasets, not optimal but nearly

optimal parameters are found.

Answers to Research Questions (Q3)
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• The weight of 𝑇𝑃 is imbalanced between precision and recall.
• Precision tends to be small because 𝐹𝑃 can be large.
• Recall tends to be large because its denominator 𝑇𝑃 + 𝑇𝑁 is very small.

• gmean is more robust than others in the imbalanced 
classificatin scenario [17].
• Different datasets have different 𝑇𝑃 + 𝑇𝑁, recall can be easily varied.

• Review of precision, recall and F1 score
• Precision: 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = !"

!"#%"

• Recall: 𝑟𝑒𝑐𝑎𝑙𝑙 = !"
!"#%$

• F1 score: 𝑓1 = 2 8 '()*+,+-./()*011
'()*+,+-.#()*011

Why not precision, recall or F1, but gmean?
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