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Abstract

Single document summarization has enjoyed
renewed inteest n recent years thinks 1o the
popularity of neural network models and the
availabilty of large-scale datascts. In this pa-
per we develop an unsupervised approach ar-
guing that it s unrealisti o expet large-scale
and high-quality training data to be available
a1 types of summarics,
We revisit @ popu-
lar graph-based ranking algorithm and mod
iy how node (aka sentence) centrality s com-
puted in o ways: (1) we employ BERT,
state-of-the-art neural representation learn
model to better capture sentential meaning
(b) we build graphs with dircted edges argu-
ing that the contribution of any two nodes to
their respective centrality i influenced by their
relative position in a document. Experimental
resuls on three news summarization datasets
representative of different languages and writ-
ing styles show that our approach outperforms
strong baselines by a wide margin.

nd

1 Introduction

Single-document summarization is the task of
‘generating a shorter version of a document while
retaining its most important content (Nenkova
etal., 2011). Modern neural network-based ap-
proaches (Nallapati et al., 2016; Paulus et al.
2018; Nallapati et al., 2017; Cheng and Lapata,
2016; See et al., 2017; Narayan et al., 2018b;
Gehrmann et al., 2018) have achieved promis-
ing resuls thanks to the availability of large
scale datasets containing hundreds of thousands of
document-summary pairs (Sandhaus, 2008; Her-
mann etal., 2015b; Grusky etal., 2018). Neverthe-
less, it s unrealistic o expect that large-scale and
quality training data will be available or cre-

TOur cade is available at hetps://qit m

University of Edinburgh
Edinburgh EHS 9AB

ated for different summarization styles (e.g., high-

lights vs. ntence summaries). domains
(2. user- vs. professionally-written articles), and
languages.

It therefore comes as no surprise that unsuper-
vised approaches have been the subject of much
previous research (Marcu, 1997; Radev et al.,
2000; Lin and Hovy, 2002; Mihalcea and Tarau,
2004; Erkan and Radev, 2004; Wan, 2008; Wan
and Yang, 2008; Hirao et al, 2013; Parveen et al.,
2015; Yin and Pei, 2015; Li et al., 2017). A very
popular algorithm for extractive single-document
summarization is TextRank (Mihalcea and Tarau,
2004); it represents document sentences as nodes
in a graph with undirected edges whose weights
are computed based on sentence similarity. In or-
derto decide which sentence to include in the sum-

ary, a node’s centrality is often measured using
‘graph-based ranking algorithms such as PageRank
(Brin and Page, 1998).

In this paper, we argue that the centrality mea-
sure can be improved in two important respects.
Firstly, to better capture sentential meaning and
compute sentence similarity, we employ BERT
(Devlin et al., 2018), a neural representation learn-
ing model which has obtained state-of-the-art re-

sults on various natural language processing tasks
including textual inference, question answering,
Secondly, we advocate
5 should be directed, since the contribu-

and sentiment analysis.

that edg
tion induced by two nodes” connection to their re-
spective centrali
For example, the two sentences below are seman-
tically related

i be in many cases unequal

(1) Half of hospitals are letting patients jump
NHS queues for cataract surgery if they
pay for it themselves, an investigation has
revealed.

(2)  Clara Eaglen, from the royal national in-
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ation for Computational Linguistcs, pages 6236-6247
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New York Times CNN/DailyMail

NYT CNN+DM
Method Rl R2 RL|RI1 R2 RL
ORACLE 619 41.7 583 | 547 304 50.8
REFRESH* (Narayan et al., 2018b) 413 220 378|413 184 375 |
%&Efﬁ&b’) 0 POINTER-GENERATOR (See et al., 2017) | 42.7 22.1 38.0] 39.5 173 364
LEAD-3 355 172 3200} 40.5 17.7 36.7
DEGREE (tf-1df) 332 13.1 29.0 | 33.0 11.7 295
%&Eﬂi?’{; L TEXTRANK (tf-idf) 332 13.1 29.0 | 332 11.8 29.6
TEXTRANK (skip-thought vectors) 30.1 9.6 26.1 314 102 282
TEXTRANK (BERT) 297 90 2531308 96 274
PAcSUM (tf-1df) 404 20.6 364|392 163 353
12 2= 3%k PACSUM (skip-thought vectors) 383 18.8 345|386 16.1 34.9
PAcSuM (BERT) 414 21.7 37.5]140.7 17.8 36.9

S MmIsZE - ROUGE (1, 2, L)
o HEMG UFEE T PacSUM W& d B IERE
« YKIEZBERTICUfcZ & TlEREM L
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TTNews
Method R.1 RO R
ORACLE 45.6 314 41.7
POINTER-GENERATOR | 42.7 27.5 36.2
LEAD 30.8 184 24.9
TEXTRANK (tf-idf) 256 13.1 19.7
PACSUM (BERT) 32.8 18.9 26.1
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Marine Corps says that V-22 Osprey, hy-
brid aircraft with troubled past, will be
sent to Iraq in September, where it will see
combat for first time.

The Pentagon has placed so many restric-
tions on how it can be used in combat that
plane — which is able to drop troops into
battle like helicopter and then speed away
like airplane — could have difficulty fulfill-
ing marines longstanding mission for it.

Limitations on v-22, which cost $80 mil-
lion apiece, mean it can not evade enemy
fire with same maneuvers and sharp turns
used by helicopter pilots.

nJFERGI (NYT)

PAcSuMm

The Marine Corps said yesterday that the
V-22 Osprey, a hybrid aircraft with a trou-
bled past, will be sent to Iraq this Septem-
ber, where it will see combat for the first
time.

The Pentagon has placed so many restric-
tions on how it can be used in combat that
the plane — which is able to drop troops
into battle like a helicopter and then speed
away from danger like an airplane — could
have difficulty fulfilling the Marines’ long-
standing mission for it.

The limitations on the V-22, which cost
$80 million apiece, mean it cannot evade
enemy fire with the same maneuvers and
sharp turns used by helicopter pilots.
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LEAD-3

the Marine Corps said yesterday that the V-
22 Osprey, a hybrid aircraft with a troubled
past, will be sent to Iraq this September,
where it will see combat for the first time.

But because of a checkered safety record in
test flights, the v-22 will be kept on a short
leash.

The Pentagon has placed so many restric-
tions on how it can be used in combat that
the plane — which is able to drop troops into
battle like a helicopter and then speed away
from danger like an airplane — could have
difficulty fulfilling the marines ’ longstand-
ing mission for it.
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=\[/ . ~ Method | NYT CNN+DM TTNews
Ajj n:|:1 - QAH:_EE ORACLE | 49.0* 53.9* 60.0*
REFRESH | 42.5 34.2 —
« °D 7':,— LEAD 34.7* 26.0* 50.0*
PAcSuMm | 44.4 31.1 56.0
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